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Abstract. This article presents an overview of several original human-robot interaction 

methods. All of them are gesture based. Human motion and hand position is captured by a 3D 

sensor. Presented methods have been experimentally verified on real mobile robot platforms.  

Introduction 

Robots are becoming a more and more visible part of human lives. UAV drones with onboard 

visual systems make real-time videos at music festivals, or capture weddings and other social 

events from above. Many people own autonomous vacuum cleaners. This trend stresses more 

and more the need for natural human-machine interaction. In the field of robotics the term 

HRI (Human-Robot Interaction) became a standard name. Since it is a vast field different 

researchers concentrate on different topics. Some focus on gesture control of UAV’s [1][2]. 

Others on pointing to physical objects and evaluating robot perception [3][4]. Gesture based 

control has even been implemented in communication with robotic swarms [5][6].  

Research work presented in this paper focuses primarily on hand-gesture based human-robot 

communication. Perception is based on 3D visual sensing. Sensor used for experimental 

evaluation is the Kinect [7] [8] [9] [10] [11] [12]. Two of the presented methods rely on 3D 

joint positions. To extract 3D data from depth stream mainly the work of Shotton et. al. was 

used [13]. 

1. A plane-based gesture algorithm for mobile robot control 

Algorithm is based on position of human operator’s hands in relation to his or her torso. 

These positions define discrete movement commands for a mobile robot that are being 

continuously sent over a wireless network. Firstly, a set of points to define the torso plane are 

chosen. In the example in Fig. 1 they are right shoulder (A), left shoulder (B) and right hip 

(C). Position of hands (H1 and H2) is then analyzed in relation to the ABC plane. 
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Fig 1. Obtaining the torso plane for robot control 

 

To ensure the ability to work with different gestures 3 zones are introduced. Each hand can be 

present at any given time in only one of these zones (Fig. 2). 

 

 
Fig. 2 Zones relative to the torso plane of the human operator 

 

To determine the zone in which a hand is currently present it is necessary to execute these 

steps: 

1. Compute vectors AB and AC from operator’s body joints 

2. Compute the normal vector n of the torso ABC plane from cross product ABxAC 

3. Obtain the parameters of ax + by + cz + d = 0 by applying n 

4. Distance between hand and torso plane is computed thusly: 

 

𝐷(𝐻, 𝜌) =
𝑎𝑥𝐻+𝑏𝑦𝐻+𝑐𝑧𝐻+𝑑

√𝑎2+ 𝑏2+𝑐2
               (1) 

 

 

Commands for the robot are defined by presence of hands in particular zones: 

 STOP – both right and left hand in Zone 2 
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 ROTATION RIGHT – right hand in Zone 1, left hand in Zone 3 

 ROTATION LEFT – right hand in Zone 3, left hand in Zone 1 

 MOVE FORWARDS – both right and left hand in Zone 3 

 MOVE BACKWARDS – both right and left hand in Zone 1 

 

Experiment 

To evaluate this gesture recognition method a candy carrier robot was controlled in a 

laboratory as well as crowded environment (Fig. exp1).  

 
Fig. exp1 Experimental evaluation on a candy carrier robot 

 

2. Controlling a mobile robot via pointing gesture 

 

Second of the presented algorithms allows a human operator to point to a spot in the ground 

and guide the robot to this spot. To achieve this, 3D sensor is mounted directly on the robot. It 

detects position of elbow (A) and wrist (B) of the operator and computes a line defined by 

these points. Subsequently, robot finds the intersection of this line with the plane (ground) 

where both robot and human are present. An illustration of this scenario is in Fig. 3. 

 

 
Fig. 3 Human operator points to the spot, where robot Create is supposed to move 
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Movement is begun when operator’s hand is raised. A flowchart of the whole process is in 

Fig. 4. 
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Fig. 4 State machine flowchart of the method 

 

To compute necessary vectors standard methods of analytical geometry are used. For this, 

fundamental geometrical features need to be extracted (Fig. 5). 

 
Fig. 5 Extraction of fundamental geometrical features 
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3D sensor mounted on robot is not centered and it is also rotated, therefore transformation 

between coordinate system of the robot (R) and Kinect (K) is needed (Fig. 6a, Fig 6b).  

 
Fig. 6a Illustration of the two coordinate systems 

 

 
Fig. 6b Transformation between the coordinate system of the sensor and the coordinate 

system of the robot 

 

Transformation between the two coordinate systems is defined by: 

(

𝑋𝑅

𝑌𝑅

𝑍𝑅

1

) = (

1 0 0 0
0 cos 𝛼 sin 𝛼 𝑑𝑦

0 − sin 𝛼 cos 𝛼 𝑑𝑧

0 0 0 1

) . (

𝑋𝐾

𝑌𝐾

𝑍𝐾

1

) 

 

 

Final vector features are illustrated in Fig. 7. Vector v is the basis for distance and rotations of 

robot movement. 

 
Fig. 7 Vector description of the main features 
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Experiment 

To test this method experimental evaluation was done in laboratory environment. Several 

participants were stood in front of the robot and pointed to a desired spot in the ground. From 

experiment data probability density models were computed and evaluated. Illustration of 

experiment scenario is in Fig. exp2.  

 

 
  

Fig. exp2 Laboratory experiment 

 

3. Controlling a group of robots to perform a common task by gestures only 

 

Basic idea of third algorithm is to use two hands of a human operator for every action issued 

to a group of robots. One hand of the operator is used to select a robot from the group. The 

other is used to control motion of the selected robot. Each robot is assigned a number – index 

that is used for its identification (ID). Number of raised fingers on operator’s right hand 

matches the ID of the currently controlled robot. Therefore, if the operator wishes to control a 

hexapod robot with ID 3, he needs to raise 3 arbitrary fingers on his right hand. A healthy 

human has 5 fingers, so it is possible to pick from a group of 2-5 robots, theoretically 2-6 

robots if a fist with no fingers raised was used, too.  

Left hand is left to manage the motion control process itself. To define several motion types 

we compare the position of both hands in 3D space. The workspace of left hand is divided 

into 3 zones (Fig. 8). If both hands are close enough (overhead viewpoint) the hand 

controlling the robot is considered to be present in Zone 2. If it crosses a defined threshold in 

front of the right hand it’s in Zone 3, if it’s put behind right hand it’s in Zone 1. This way 3 

motion types for the robot can be selected, however this can be insufficient. That is why 

position of the thumb of left hand is also considered to increase the number of motion types. 
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Fig. 8 Overhead viewpoint of the human operator 

 

Fig. 9 shows an example of possible gestures of the two operator’s hands. First case shows a 

robot with ID 3 rotating left (thumb position), second case shows a robot with ID 5 rotating 

right and last case a robot with ID 2 being in the state of halt.   

 

 
Fig. 9 Gesture examples 
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Adding the zone concept to examples from Fig. 9 leads to 9 motion types. All of them are 

listed in the following table. 

 

Left hand 
thumb position 

Left hand zone Robot index  Motion type 

Left 3 1-5 Left forward circular motion 

Right 3 1-5 Right forward circular motion 

Middle 3 1-5 Forward motion 

Left 2 1-5 Rotation left 

Right 2 1-5 Rotation right 

Middle 2 1-5 Stop 

Left 1 1-5 Left backward circular motion 

Right 1 1-5 Right backward circular motion 

Middle 1 1-5 Backward motion 

 

To segment fingertips, contours of operator’s hands are found. Within these contours all sharp 

vertexes are searched for and subsequently, fingers are classified. Fingertip vertexes are the 

sharpest. Therefore, to test the sharpness vectors w and v from nearby contour points are 

formed and their angle is computed based on simple dot product (Fig. 10). 

 
Fig. 10 Finger detection 

 

Experiment 

To test this method 3 different robots were used in laboratory environment. Hexapod, iRobot 

Create and a ball robot were controlled by one operator using wireless technology as shown in 

Fig. exp3. 

 
Fig. exp3 Experiment in laboratory environment 
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Conclusions 

We have successfully implemented three human-robot interaction methods. All of them are 

based on 3D vision. Methods were tested by human operators on real mobile robotic systems. 

We believe our research contributes to the more and more spreading field of HRI. 
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