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Abstract. The paper deals with the set-up of the standard single camera digital image 
correlation (DIC) system for the quantification of residual stresses. To find proper parameters 
of the camera some measurements were performed including founding for a convenient 
distance of the camera from analyzed specimen, creating of speckle-pattern with adequate 
speckle size and density, analysis of the calibration parameters influence on the measurement 
results obtained by camera calibration performed by calibration targets of various sizes. 
Moreover, the investigation of optimal correlation parameters used for evaluation of strains is 
present in the paper. Finally, the paper includes information about the results obtained by 
simulating the change of positions between the hole-drilling device and the camera during the 
incremental drilling process. 

Introduction 

Recently, non-contact optical methods are increasingly used to stress-strain analysis. It is 
caused by a fact that the full-field investigation provides a rich source of data in a relatively 
short time without the need for using any additional devices. Digital image correlation method 
can be considered as one of the youngest optical methods used in experimental mechanics 
because its development relates with the rapid development of computer vision noticed since 
the beginning of the nineties of the 20th century. 

DIC is a full-field experimental method, based on the correlation of digital images, 
captured during the loading process of the analysed specimen. For the reason that the images 
are not correlated as wholes, but along small picture elements called facets, it is necessary to 
create a random black and white speckle-pattern on the specimen surface to make all its parts 
unique. There are two types of analysis performed by DIC systems: 

 2D analysis realised by a single camera system, 
 3D analysis realised by a system with minimally two cameras. 

DIC method has been used in many modern, interesting fields of mechanical engineering 
e.g. biomechanics [1-3] or modal analysis [4-7], however, it can also be used in vibration [8-
11], thermal or any other analysis [12-14]. 

The development in a field of DIC application for quantification of residual stresses has 
been noticed since 2005 when McGinnis et al. [15] performed the measurements using two 
different optical methods – photogrammetry and 3D-DIC – combined with the core-drilling 
method and obtained just a small error in normal stress. Since then, a lot of analysis has been 
carried out in the field of using DIC combined with a hole-drilling method to quantify 
residual stresses [16-18], leading to design special devices combining DIC with hole-drilling 
method [19-21]. 



 

In 2019 Hagara et al. [22] came with the idea to use standard (commonly delivered) 3D-
DIC system Q-400 Dantec Dynamics combined with the standardized hole-drilling method. 
The uniform, residual stresses simulated in flat steel specimen, were calculated from strains 
obtained at three small areas, which locations corresponded to the measuring grids of strain 
gage rosette HBM 1-RY21-3/120 0°/45°/90°, due to a methodology given in standard ASTM 
E837-13a. The same procedure was realised on the opposite part of the specimen using the 
strain gage rosette. The relative difference between the simulated normal stress and normal 
stress quantified by DIC was ca. 3%, which can be considered as a sufficient correspondence. 

However, the use of a standard 3D-DIC system for quantification of residual stresses has 
some drawbacks. The first one is that the cameras are not directed straightaway to the 
specimen, which causes a distortion of the images leading in many cases to correlation errors. 
The second one, a higher distance of the cameras from the analysed specimen, can cause 
problems with the correlation of the images. Then the higher facets have to be used, which 
leads to the loss of spatial resolution in the surrounding of the drilled hole edge. For these 
reasons, the author decided to realise some preparatory measurements to qualify the 
possibility of using their 2D-DIC Q-400 Dantec Dynamics system for quantification of 
residual stresses. 

Preparatory measurements relating to the use of 2D-DIC system for quantification of 
residual stresses 

To obtain the parameters needed for the realisation of 2D deformation analysis performed 
in the surrounding of the small hole the following experiment was realised. A specimen with 
3.05 mm thickness, which shape and dimension are depicted in Fig. 1, was made from 
photoelastic material PSM-1 (Young’s modulus of elasticity 2500MPaE   and Poisson’s ratio 

0.38  )  
 

 
Fig. 1: Shape and dimensions of the analysed specimen 

 
The reference image with a resolution of 2452x2056 px (the pixel density 111.45 px/mm) 

of the analysed part of the specimen can be seen in Fig. 2. 
 

 
Fig. 3: Reference image of the specimen obtained by single camera DIC system and 

evaluation mask 
 

In this case, a single-camera DIC system Q-400 Dantec Dynamics was arranged on a 
tripod in such a way, that the distance of its sensor to the specimen was approximately 130 
mm (Fig. 3). Since the camera image plane is parallel to the object surface, distortion of the 



 

image does not appear. This phenomenon is hard to overcome when using a multi-camera 
system. 

 

 
     a)                                               b) 

Fig. 2: a) The measurement chain: 1) tripod, 2) single CCD camera, 3) specimen, 4) force 
sensor, 5) HBM QuantumX CX22-W with amplifier QuantumX MX410-B,  

b) Proposed distance of the camera from the specimen 
 

To situate the camera closer to the specimen was not possible, because in this case, the 
image of the specimen surface was not sharp enough. On the other hand, it was not suitable to 
increase the distance between the camera and the specimen, because the higher distance, the 
smaller pixel density, which could lead to the loosing of important data. 

The specimen was subsequently loaded by tension force acting in y-direction (see Fig. 1) 
until its magnitude reached 1000 N. Deformation of the specimen was measured by 
correlation system after each increase in the force of 100 N. 

The calibration of the camera was realised using two calibration targets of different sizes – 
Gl-01-WMB_9x9 with and Gl-01_5-WMB_9x9 with 9x9 black and white fields of the 
particular fields’ size 1x1 mm and 1.5x1.5 mm. Comparison of their sizes with respect to the 
analysed field of view can be seen in Fig. 4. 

 

 
          a)            b) 

Fig. 4: Analyzed field of view in comparison with the size of calibration target: a) Gl-01-
WMB_9x9, b) Gl-01_5-WMB_9x9 

 
The calibration of the DIC system used for measurement is performed in such way that 

calibration target is captured in different positions and rotations until the information about 
the intrinsic and extrinsic parameters of the camera are not assessed. The manufacturer of the 
correlation systems states that for sufficiently accurate calibration just eight different positions 
of the calibration target are necessary. However, it was proven that the higher the number of 
different positions, the higher the accuracy of the measurement [23]. For that reason, twenty 



 

different positions of the calibration targets were captured during both calibrations. The 
accuracy of the calibration is given by so-called calibration residuum. Approximately the 
same calibration residuum was achieved (0.276 px for the target with 1x1 mm fields and 
0.283 px for the target with 1.5x1.5 mm) by both processes. Despite it, the obtained 
calibration parameters were not the same (see Fig. 5 and Fig. 6). 

 

 
Fig. 5: Calibration parameters assessed by the DIC system using calibration target Gl-01-

WMB_9x9 
 

 
Fig. 6: Calibration parameters assessed by the DIC system using calibration target Gl-01_5-

WMB_9x9 
 

To investigate the influence of obtained calibration parameters on the results an analysis 
was realised. The aim of the analysis was to compare the results obtained experimentally with 
the results obtained numerically, whereby the data were compared just in three small areas, 
representing the measuring grids of the strain gage rosette HBM 1-RY21-3/120 0°/45°/90° 
used at the authors’ workplace for quantification of residual stresses using the hole-drilling 
method. The numerical model was created in Ansys Workbench 17.0 in such way that 
mentioned areas, labeled in Fig. 7a as areas a, b and c, were uniformly divided and meshed by 
quadrilateral finite elements with the corresponding size. Subsequently, the numerical model 
was loaded by tension force 1000 N acting in y-direction (Fig. 7b). 

 

 
Fig. 7: Numerical model used for the comparison of the results with the results obtained 

experimentally   



 

 
The mean values of equivalent von Mises stress calculated in areas a, b and c, were 

9.73MPa,

12MPa,

11.27MPa.
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In addition to the investigation of calibration parameters influence, the influence of the 
local regression smoothing level was analysed. The measurement was evaluated with different 
set facet sizes in the range from 15x15 px up to 30x30 px. Subsequently, the virtual gages in a 
form of polygons corresponding to the areas a, b and c were defined to calculate a parameter 

  introduced by 
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where  
exp

Mises
imean   are the mean values of equivalent von Mises stress obtained in areas a, b 

and c, by single camera DIC system and  
num

Mises
imean   are the mean values of equivalent von 

Mises stress obtained in areas a, b and c by Ansys Workbench 17.0. Each smallest   was 

then associated with the optimal setting of the kernel size with respect to the corresponding 
facet size. 

The bar graphs in Fig. 8 and Fig. 9 depicts the dependence between the facet size and the 
optimal kernel size used in local regression smoothing. As can be seen, the obtained 
dependences are the same for both evaluations. In the bottom parts of Fig. 8 and Fig. 9, the 
dependences between the facet size and corresponding   on analyzed areas a, b and c can 

be seen. While the differences obtained on area b, where   reached ca. 14-16%, are quasi-

same for both evaluations, the biggest difference between the obtained results appeared by 
comparing equivalent stresses on the areas a and c. For a reason that much smaller   was 

obtained on the area a by using calibration parameters assessed by calibration performed with 
smaller calibration target, it seems to be more convenient to use calibration target Gl-01-
WMB_9x9 for the proposed arrangement of the 2D-DIC system. 

 

 
Fig. 8: Dependence between facet size and corresponding optimal kernel size used in local 

regression (upper graph), the dependence between the facet size and corresponding   
obtained on areas a, b and c (bottom graph) by evaluation using calibration parameters 

assessed by calibration with calibration target Gl-01-WMB_9x9 



 

 
 

 
Fig. 9: Dependence between facet size and corresponding optimal kernel size used in local 

regression (upper graph), the dependence between the facet size and corresponding   
obtained on areas a, b and c (bottom graph) by evaluation using calibration parameters 

assessed by calibration with calibration target Gl-01_5-WMB_9x9 
 

In the last part of work, the authors dealt with the analysis of the influence of the camera 
position change, which can occur in case of incremental hole-drilling, because it is necessary 
to change position between the camera and the hole-drilling device after each step of drilling. 
For the analysis authors decided to use a function of the virtual bearing tool, which is a part of 
Dantec Dynamics control software Istra4D. The mentioned tool allows knowing the reference 
as well as the actual position of the camera (see Fig. 10). To obtain the mentioned influence, 
after the last step of loading (1000 N) the tripod with the camera was 10-times rotated clock-
wise around its vertical axis and subsequently (approximately) back to its previous position. 
 

 
Fig. 10: Virtual bearing tool – reference position (red), actual position (green) 

 
The evaluated strain fields corresponding to the last step of loading (1000 N) can be seen 

in Fig. 11. The facet size used for the correlation was set to 23x23 px, the level of local 
regression smoothing (Kernel size) was set to 11. The evaluation was performed using 
calibration parameters obtained with the smaller calibration target. As the data are obtained in 
the centres of facets, the diameter of the evaluated hole was approximately 3.5 mm, which 
still allows investigate the strains relatively near to the centre of the hole. By this phase of 
loading the strains on areas a, b and c reached the following mean values: 

 

a  
xb

  
yb

  
xyb  c  

4.297e-3 -1.887e-3 5.617e-3 -0.128e-3 -1.512e-3 



 

 

 
Fig. 11: Strain fields in the surrounding of the hole obtained by loading of 1000 N.  

 
The relative differences in analysed quantities obtained after 10 rotations of the tripod with 

camera and its subsequent movement back to its previous position, by which the evaluated 
displacements do not exceed more than 0.06 mm, can be seen in Table 1.  

 
Table 1: Relative difference in analysed quantities obtained after the camera’s rotation and its 

subsequent movement back to its previous position 

Reference 
values 

Relative difference (%) 

Rot. 1  Rot. 2  Rot. 3  Rot. 4  Rot. 5  Rot. 6  Rot. 7  Rot. 8  Rot. 9  Rot. 10

εa = 4.297e-3 ‐2.61  ‐7.29  2.26  7.12  5.27  4.39  ‐2.89  ‐4.64  6.27  6.16 

εbx = -1.887e-3 ‐7.40  ‐18.39  ‐1.66  16.52  13.99  14.87  ‐9.12  ‐13.44  15.59  14.96 

εby = 5.617e-3 ‐4.03  ‐3.73  1.41  5.71  7.61  3.15  ‐4.53  ‐4.11  4.89  6.12 

εbxy = -0.128e-3 6.58  10.75  ‐19.17  ‐35.19  ‐18.59  ‐50.87  18.26  14.52  ‐31.01  ‐19.63 

εc = -1.512e-3 ‐16.08  ‐22.94  5.99  30.63  17.68  31.92  ‐12.65  ‐20.25  25.78  18.52 

 
Obtained differences could significantly influence the results of residual stress 

quantification. However, it has to be noted that the way of moving the camera back to its 
previous position was not very precise. For that reason, it will be a challenge for the authors 
to realise measurements and investigate, how the analysed data change if the displacement of 
the camera will be much smaller (e.g. in one order). For the realisation of such measurements, 
a unique automated hole-drilling device developed at the authors’ workplace, allowing 
positioning in three mutually perpendicular directions with the accuracy of 1 μm, will be 
used. Recently, the device has been tested for the purposes of incremental hole-drilling 
combined with PhotoStress® method, however, it is assumed that it will be possible to use it 
also in combination with DIC system, attached on it. 



 

Conclusions 

The digital image correlation method allows a wide range of applications with high accuracy 
of the results. In the paper, some analyses lead to finding proper set-up of the 2D-DIC system 
combined with the hole-drilling method for the quantification of residual stresses, are 
described. Commonly used spray colours can be considered an effective way for creating 
random speckle-pattern with sufficiently small speckles and proper density. It seems that the 
results of stress/strain analysis depend markedly on the quality of camera calibration. For that 
reason, the authors propose to realise calibration of the camera more times to be sure that the 
calibration parameters are assessed correctly. The set of correlation parameters in a form of 
facet size and corresponding level of smoothing lead to the results, which do not differ 
markedly from the results obtained numerically. To ensure the accurate process of position 
changing between the camera and the hole-drilling device during incremental drilling can be 
considered as the biggest challenge. Moreover, in case if the released deformations are too 
small to be evaluated by DIC system with sufficient accuracy, the principle of the full-field 
measurement allows investigating displacements/strains with higher levels locating nearer to 
the centre of the hole. However, in this case, new calibration parameters used in the 
quantification process due to ASTM E837-13a will have to be found. 
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